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Abstract

Smoothness is known to be crucial for acceleration in offline optimization, and
for gradient-variation regret minimization in online learning. Interestingly, these
two problems are actually closely connected — accelerated optimization can be
understood through the lens of gradient-variation online learning. In this paper,
we investigate online learning with Holder smooth functions, a general class en-
compassing both smooth and non-smooth (Lipschitz) functions, and explore its
implications for offline optimization. For (strongly) convex online functions, we
design the corresponding gradient-variation online learning algorithm whose regret
smoothly interpolates between the optimal guarantees in smooth and non-smooth
regimes. Notably, our algorithms do not require prior knowledge of the Holder
smoothness parameter, exhibiting strong adaptivity over existing methods. Through
online-to-batch conversion, this gradient-variation online adaptivity yields an opti-
mal universal method for stochastic convex optimization under Holder smoothness.
However, achieving universality in offline strongly convex optimization is more
challenging. We address this by integrating online adaptivity with a detection-
based guess-and-check procedure, which, for the first time, yields a universal
offline method that achieves accelerated convergence in the smooth regime while
maintaining near-optimal convergence in the non-smooth one.

1 Introduction

First-order optimization methods based on (stochastic) gradients are widely used in machine learning
due to their efficiency and simplicity [Nesterov, 2018; Duchi et al., 2011; Kingma and Ba, 2015].
It is well-known that the curvature of the objective function strongly influences the difficulty of
optimization. In particular, the optimal convergence rates differ significantly between smooth and
non-smooth objectives. For convex functions, the optimal rate in the non-smooth case is O(1/v/T),
achievable by standard gradient descent (GD), where 1" denotes the total number of gradient queries.
In contrast, for smooth functions, GD only attains an O(1/T") rate, which exhibits a large gap with the
accelerated rate O(1/77) attained by the Nesterov’s accelerated gradient (NAG) method [Nesterov,
2018]. Similar acceleration phenomena also arise in the strongly convex setting.

The significant performance gap between smooth and non-smooth optimization has motivated the
study of universality in optimization [Nesterov, 2015]: an ideal universal method should adapt to both
unknown smooth and non-smooth cases, achieving optimal convergence in both regimes. Several
studies have explored adapting to a more challenging setting known as Holder smoothness [Devolder
et al., 2014; Nesterov, 2015], which continuously interpolates between smooth and non-smooth
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Table 1: Summary and comparison of the convergence rates of existing universal methods and ours for offline
(strongly) convex optimization. “Weak/strong universality” notations are defined in Definition 1. Let & 2 L/\.
o denotes the variance in the stochastic setting. The rate marked with { is non-accelerated in smooth functions.

Setting Convergence Rate Universality
O(% + %) for L-smooth; O(%) for Lipschitz [Kavis et al., 2019] Weak
Convex 0] (ﬁ + %) for (L, v)-Holder smooth [Rodomanov et al., 2024] Strong
o (W + %) for (L,,, v)-Holder smooth [Theorem 2] Strong

\-Strongly O(exp(—L) - L) for L-smooth and Lipschitz; (5(%) for Lipschitz [Levy, 2017] Weak'
Convex

@] ( exp(— 65;)) for L-smooth and Lipschitz; @(%) for Lipschitz [Theorem 4] Weak

functions. Formally, a function ¢ : R? 5 Ris (L,,v)-Holder smooth with respect to the ¢5-norm,
where L, > 0 and v € [0, 1], if

IVe(x) = VEy)lz < Lulx — vz, Vx,y € R% ¢y

It can be observed that Ly-smoothness corresponds to (L, 1)-Holder smoothness, while G-Lipschitz
continuity is (2G, 0)-Ho6lder smoothness. For convex and (L, v)-Ho6lder smooth functions, the
optimal convergence rate is O(1/7"+3)/2) and has been achieved by several recent methods [Nes-
terov, 2015; Li and Lan, 2025; Rodomanov et al., 2024]. However, progress in the strongly convex
setting remains limited, even adapting only between the smooth and non-smooth cases is still un-
resolved. Levy [2017] attained a non-accelerated rate in the smooth case and a suboptimal rate in
the non-smooth case. It remains open on how to achieve universality in the strongly convex setting,
particularly in obtaining an accelerated rate in the smooth regime.

Online-to-Batch Conversion. An important perspective for designing optimization algorithms is
the Online-to-Batch Conversion framework [Cesa-Bianchi et al., 2004], which reformulates an offline
optimization problem as a regret minimization task addressed by online learning algorithms. The key
advantage typically lies in the simplicity of the converted algorithm. More importantly, it allows one to
leverage the rich adaptivity results developed in online learning to enhance optimization performance.
In online learning, the goal is to minimize the regret over a sequence of 1" online functions, denoted by
REGt [Hazan, 2016]. For convex functions, the standard Online-to-Batch (O2B) conversion implies
that the convergence rate of the averaged iterate is REGy/T'. Consequently, in the non-smooth case,
combining this conversion with an online algorithm achieving an optimal (’)(\/T) regret directly
yields the optimal convergence rate for offline optimization of order O(1/+/T).

In offline smooth optimization, achieving optimal convergence requires more refined conversion
techniques and adaptive online algorithms [Levy, 2017; Cutkosky, 2019]. Specifically, attaining the
optimal O(1/T?) rate for smooth functions relies on an O2B conversion with stabilized gradient
evaluations [Cutkosky, 2019] and an online learning algorithm equipped with gradient-variation
adaptivity [Chiang et al., 2012; Zhao et al., 2020]. Notably, Kavis et al. [2019] achieved optimal rates
in both smooth and non-smooth cases without requiring prior knowledge of smoothness, thereby
attaining universality. A concise technical discussion can be found in the lecture note [Zhao, 2025].

However, a gap persists in online-to-offline methods under general Holder smoothness settings.
Furthermore, for strongly convex functions, achieving universality remains far from complete, even
when focusing solely on smooth and non-smooth cases. These challenges motivate our study
of gradient-variation online learning with Holder smoothness and the development of effective
conversion techniques to offline optimization.

Qur Contributions. Our contributions are mainly two-fold, summarized as follows.

(i) For convex functions, we study gradient-variation online learning with Holder smoothness, achiev-
ing an O(v/Vr + L, T 7 ) regret that seamlessly interpolates between the optimal guarantees in
smooth and non-smooth regimes. Leveraging this adaptivity through O2B conversion, we achieve
universality for stochastic convex optimization with Holder smoothness, matching the optimal
result [Rodomanov et al., 2024] obtained using arguably more sophisticated techniques.



(ii) For strongly convex functions, we develop an (9(% log Vo + %LE (logT) %) gradient-variation
regret with Holder smoothness that recovers the optimal results in both smooth and non-smooth
scenarios. Achieving universality in offline strongly convex optimization presents additional chal-
lenges. We address this by integrating online adaptivity with a detection-based guess-and-check
procedure. Combined with a carefully designed O2B conversion, for the first time, we provide a
universal method for strongly convex optimization that achieves accelerated convergence in the
smooth regime while maintaining near-optimal convergence in the non-smooth one.

The convergence rates of the existing universal methods and our newly obtained results are summa-
rized in Table 1. Our work opens a new avenue for converting gradient-variation online adaptivity
to offline optimization, and recent progress in gradient-variation online learning [Zhao et al., 2024;
Yan et al., 2024] suggests possible further opportunities. Moreover, we hope it will inspire broader
efforts to integrate online adaptivity into offline methods, which may not only advance the pursuit of
universality and other forms of adaptivity in offline optimization but also shed light on the design and
understanding of modern optimizers in deep learning [Cutkosky et al., 2023; Chen and Hazan, 2024].

Organization. The rest is organized as follows. Section 2 introduces the problem setup and prelimi-
naries. Section 3 presents our results for convex functions in both online and offline settings. Section 4
considers the strongly convex scenario, where achieving universality in offline optimization is partic-
ularly challenging. Section 5 concludes the paper. All proofs are in the appendices.

2 Problem Setups and Preliminaries

This section provides preliminaries. Section 2.1 introduces the problem setup of offline (stochastic)
first-order optimization. Section 2.2 covers online learning and its gradient-variation adaptivity.
Section 2.3 introduces online-to-batch conversion and its advanced variants.

Notations. We use [N] to denote the index set {1,2,..., N'}. The shorthand }_, stands for }_, c .,
and we define Z?:a ¢; = 0 whenever a > b. The Bregman divergence associated with a convex
regularizer ¢ : X — R is defined as Dy (x,y) = ¥(x) — ¥(y) — (V¢ (y),x — y). By default, ||-||
denotes the ¢5-norm. We use a < b to indicate a = O(b), and use O(-)-notation to suppress poly-
logarithmic factors in the leading terms.

2.1 Offline Optimization: Acceleration and Universality

Consider the optimization problem over a convex feasible domain X C R,

in ¢ 2

min (x), (2

where ¢ : X — R is a convex objective. We assume the algorithm has access to a gradient oracle
denoted by g(-), and consider two settings:

(i) Deterministic setting: g(-) returns the exact gradient, i.e., g(x) = V/{(x).
(ii) Stochastic setting: g(-) provides an unbiased estimate of the gradient, E[g(x) | x] = V{(x), and
satisfies the standard bounded-variance condition, E[||g(x) — V{(x)|? | x] < 0?,¥Vx € X.

Suppose the algorithm is allowed 7" queries to the gradient oracle and outputs a final solution xTT. We
focus on the convergence rates of the sub-optimality gap, i.e., E(x}) — mingex 4(x) < er.

It is well known that smoothness plays a central role in accelerated convergence [Nesterov, 2018].
Consider the deterministic setting as an example. For convex functions, the optimal convergence rate
is O(1/+/T) for Lipschitz objectives, which can be accelerated to O(1/T?) when the objective is
smooth. For strongly convex functions, the optimal rate improves from O(1/T) in the Lipschitz case
to O(exp(—T/+/r)) for smooth objectives, where x = L,/ denotes the condition number.

Prior research has aimed to develop a single algorithm that can adaptively achieve (optimal) guarantees
without prior knowledge of whether the objective is smooth or non-smooth. In addition, several
studies have extended this adaptivity to the broader setting of Holder smoothness. This adaptability,
known as universality in optimization methods [Nesterov, 2015], has attracted considerable attention
in recent years [Levy, 2017; Kavis et al., 2019; Rodomanov et al., 2024; Kreisler et al., 2024].

In this paper, to clearly distinguish the degrees of adaptability of optimization methods to different
smoothness levels, we introduce the following definitions of weak/strong universality.



Definition 1 (Weak/Strong Universality). An optimization method is said to be universal if it can
automatically adapt to an unknown level of smoothness of the objective function. Specifically,

(i) Weak universality: it simultaneously adapts to smooth and non-smooth (Lipshcitz) functions;
(ii) Strong universality: it simultaneously adapts to (L, , v)-Holder smooth functions for v € [0, 1].

It is infeasible to rely on the knowledge of smoothness parameter L or Lipschitz continuity constant
G when developing weakly universal methods, and likewise on v or L,, when devising strongly
universal methods. In essence, universality demands that the optimization method can automatically
adapt to various scenarios, with weak universality adapting to two cases (smooth and Lipschitz) and
strong universality extending to broader Holder smoothness.

2.2 Online Optimization: Regret and Gradient-Variation Adaptivity

Online Convex Optimization (OCO) [Hazan, 2022] is a versatile online learning framework, typically
modeled as an iterative game between a player and the environment. At iteration ¢ € [T, the player
chooses a decision x; from a convex feasible domain X C R<. Simultaneously, the environment
reveals a convex function f; : X — R, and the player incurs a loss f;(x;). The player then receives
the gradient information to update x; 1, aiming to optimize the regret defined as

T T
REGr éth(xt) *)I(Tg)fflz:ft(x)' S
t=1 t=1

For Lipschitz online functions, the minimax optimal regret bounds are O(v/T)) for convex func-
tions [Zinkevich, 2003] and O(% log T') for A-strongly convex functions [Hazan et al., 2007]. When
the functions are smooth, we can further obtain problem-dependent regret guarantees, which enjoy
better bounds in easy problem instances while maintaining the same minimax optimality in the
worst case [de Rooij et al., 2014; Foster et al., 2015]. Among many problem-dependent quantities,
a particular one called gradient variations draws much attention [Chiang et al., 2012; Yang et al.,
2014], which is defined to capture how the gradients of online functions evolve over time,

VT—ZSUPvat x) =V fima(x)|%. “

t—p XEX

It is established that optimal gradient-variation regret for convex and \-strongly convex functions are
O(v/Vr) and O(5 log V) [Chiang et al., 2012], respectively. There has been significant subsequent
development in more complex environments [Zhao et al., 2020, 2024; Sachs et al., 2023; Yan et al.,
2023, 2024; Xie et al., 2024]. Gradient-variation online learning has gained significant attention
due to its impact on analyzing trajectory dynamics and its fundamental connections to various
optimization problems. It has been proved essential for fast convergence in minimax games [Syrgkanis
et al., 2015; Zhang et al., 2022] and bridging adversarial and stochastic convex optimization [Sachs
et al., 2022; Chen et al., 2024]. Recent results also demonstrate its important role in accelerated
optimization [Cutkosky, 2019; Kavis et al., 2019; Joulani et al., 2020b].

2.3 Online-to-Batch Conversion: Stabilization

Consider the optimization problem of miny ¢y ¢(x) with access to a (stochastic) gradient oracle g(-).
This problem can be solved using online algorithms with online-to-batch conversion. A basic example
is as follows: we define the online function f;(x) £ (g(x;),x) and ensure that for any x, € X

e

Hence, for convex objectives, if the online algorithm achieves a regret bound of O(\/T ), the corre-
sponding offline optimization method directly attains a convergence rate of O(1/v/T).

T

1
Z g(xy), xy —xQ] < T E [REGT] .

t=1

To achieve accelerated rates in smooth optimization, advanced conversion methods and adaptive
online algorithms are required. The key insight is to evaluate the gradient on weighted averaged
iterates, which introduces a stabilization effect [Wang and Abernethy, 2018; Cutkosky, 2019].



Algorithm 1 Stabilized Online-to-Batch Conversion

Input: Online learning algorithm Aoy, weights {oy }7_; with iy > 0.
1: Inmitialization: x; € X.

: fort =1toT do

Calculate x; =

2
3 o S asx, with g 2 Y0 ay, receive g(X;)

4:  Construct f;(x) £ a;(g(X;), x) to Aoy as the ¢-th iteration online function
5 Obtain x4 from AgL

6: end for

0]

- X — 1 T
utput. XT = T thl QX¢

Stabilized Online-to-Batch Conversion [Cutkosky, 2019]. Algorithm | summarizes the con-
version. Given an online learning algorithm Aoy and a sequence of positive weights {o; }7_,, the
conversion operates as follows: At each iteration ¢, it computes a weighted average of past decisions
X; = % 22:1 asXs with aq.p £ 22:1 as. It then queries the gradient g(X;), and constructs
the online function f;(x) £ a;(g(X;),x). This function f;(-) is passed to the online algorithm
Ao to obtam the next decision Xi41- After T iterations, the conversion outputs the final decision
X = m — Zt 1 a¢X4. The conversion ensures the following inequality holds for all x, € A

E[0(%r)] — 0(x.) < — Zat )% — %) | = %, )

where the expectation is taken over gradient randomness, and REGS £ Ethl a(g(Xe), Xt — Xy) is
the weighted regret of the online learning algorithm Aqp .

This conversion of Eq. (5) enables accelerated convergence for convex and smooth optimization. For
example, by setting a; = ¢ and leveraging gradient-variation online adaptivity to obtain an O(1)
weighted regret, Kavis et al. [2019] ultimately achieved a convergence rate of O(1/T?).

3 Convex Optimization with Holder Smoothness

We achieve the gradient-variation regret bound with Holder smoothness in Section 3.1, then apply
our method to obtain the universal method for stochastic convex optimization in Section 3.2.

3.1 Gradient-Variation Online Learning with Holder Smoothness

We aim to establish gradient-variation regret for online learning with convex and (L, , v)-Holder
smooth functions {f;}7_;. A commonly used bounded domain assumption is required [Hazan, 2022].

Assumption 1 (Bounded Domain). The feasible domain X C R is non-empty and closed with the
diameter bounded by D, that is, [|x — y|[2 < D forall x,y € X.

We leverage the optimistic online gradient descent (optimistic OGD) [Chiang et al., 2012] as our
algorithmic framework for gradient-variation online learning. Optimistic OGD is similar to online
gradient descent [Zinkevich, 2003], e.g., X;+1 = X; — nV f1(X;), but a key difference lies in the
point where the gradient V f;(+) is evaluated. In optimistic OGD, the gradient is computed at a point
x;, which is updated one step ahead of X, using a prediction M, € R? for the upcoming gradient. To
this end, optimistic OGD maintains two decision sequences {x;}_;, {X;}7_,, and updates by

x; = Iy [ﬁt - ﬂtMt] ) §t-s-l =1Ilx [ﬁt - ﬂtvft(xt)] , (6)
where 7; > 0 is a time-varying step size, and Iy [y] £ arg min, c y||x — y||2 is Euclidean projection.

We first review the derivation of the O(v/Vr) gradient-variation bound under the L-smoothness as-
sumption on { f;}7_,. By setting M; = V f;_1(x;_1), optimistic OGD yields the following classical
gradient-variation analysis [Chiang et al., 2012]:

1 |
REGT < T > IV k) = Vi) =D r”xt — x| @)

t=1 t=2 -



Given the smoothness parameter L, deriving O(/Vr) from Eq. (7) is straightforward by appropriately
setting the step size 7;. On the right-hand side, the second term _, ||V f¢(x¢) — V fe—1(x¢—1) ||?
is an adaptivity term measuring the deviation between the two gradients, and the last one is a negative
stability term. The adaptivity term can be bounded by ||V f;(x;) — V fi_1(x¢) |2 + |V fio1(x¢) —
Vfio1(xt-1) ||2, where the first part can be converted to the desired gradient variation Eq. (4) and the
second part is bounded by L?||x; — x;_1]|? under standard L-smoothness assumption, and thus can
be canceled out by the negative term in Eq. (7) by clipping the step size to n; < 1/L. Therefore, most
existing gradient-variation techniques require the prior knowledge of the smoothness parameter L.

Let us return to gradient-variation online learning with (L, , v)-Holder smoothness. Unfortunately
we cannot directly apply the definition in Eq. (1) as we did with standard smoothness, because
it would yield ||V fi—1(x¢) — Vfi—1(x¢—1)||* < L2||x¢ — x;—1||*”, which mismatches with the
negative term. To this end, we present a key lemma regarding Holder smoothness as a kind of
inexact smoothness [Devolder et al., 2014], which has a similar form to standard smoothness except
for an additional corruption term. The proof is in Appendix A.2.

Lemma 1. Suppose the function f is (L,,v)-Holder smooth. Then, for any § > 0, denoting by
v— -2
L = 8% LI, it holds that for all x,y € R%:

IVF(x) = VI)I? < L?|lx — y||* + 4L0. ®

When smoothness holds, i.e., ¥ = 1, Lemma 1 recovers the standard smoothness assumption when ¢
approaches 0. When functions are G-Lipschitz, i.e., v = 0 and L,, = 2G, by treating the right-hand
side as a function for & and calculating the minimum, the lemma results in ||V f;(x) -V £ (y)||* < G2,
providing an upper bound that depends only on G.

In the next step, applying Lemma 1 encounters another severe issue: the parameter L in Lemma 1 is
algorithmically unavailable, preventing us from explicitly setting the step size clipping 7; < 1/L.
This is because the Holder smoothness parameters L,, and v are unknown, and ¢ is chosen based on
theoretical considerations and thus exists only in the analysis.

To handle this problem, inspired by Kavis et al. [2019], we adopt the following AdaGrad-style step
sizes [Duchi et al., 2011] which allows us to perform virtual clipping in the analysis:

1 A 2 é 2
M1 < —=—, where A; £ |V fi(x0)|” + [V fal(xs) = M>. ©)
At s=2

The rationale behind is that, since 7,4 ; in Eq. (9) is non-increasing, it will eventually become smaller
than 1/L after certain rounds, i.e., for ¢ > 7, thereby achieving implicit clipping. On the other
hand, for ¢ < 7, the relation 7,41 o< 1/y/A, > 1/L implies that /A, remains small. Hence, the
uncancelled gradient-variation summation in Eq. (7), which is bounded by /A, is at most a constant.

Putting everything together, we establish the gradient-variation regret with the proof in Appendix A.3.

Theorem 1. Consider online learning with convex and (L,,,v)-Hélder smooth functions. Under

Assumption 1, optimistic OGD in Eq. (6) with My = 0, My = V fi_1(x¢—1) for all t > 2, and step

sizes m; = 5 \/Zi with Ay defined in Eq. (9) for all t € [T, ensures the following regret bound:
t—1

REGr < O (DV/Vy + L, DT + DIV Ai(x)])) (10)

Theorem 1 implies optimal guarantees for both smooth and Lipschitz functions even in terms of the
dependence on the domain diameter D: (i) when online functions are L-smooth, i.e., (L, 1)-Holder
smooth, our result recovers the optimal bound of O(D\/‘TT + LD2) [Chiang et al., 2012]; and (ii)
when online functions are G-Lipschitz, i.e., (2G, 0)-Holder smooth, our result also recovers the
worst-case minimax optimal guarantee O(G D+/T)) [Zinkevich, 2003].

Remark 1. We emphasize that our algorithm is strongly universal (as defined in Definition 1), since
it does not require knowledge of the Holder smoothness parameters. In fact, even when restricted to
gradient-variation online learning with smooth functions, our results imply an algorithm achieving an
optimal O(D+/Vr + LD?) regret without requiring prior knowledge of the smoothness parameter L,
unlike previous works that depend on it [Chiang et al., 2012; Yan et al., 2023; Zhao et al., 2024]. <



3.2 Implication to Offline Convex Optimization

In this section, we achieve acceleration for offline convex and (L,,, v)-Hélder smooth optimization in
the stochastic setting, as defined in Section 2.1. This is accomplished by leveraging the effectiveness
of the gradient-variation adaptivity presented in Section 3.1 and combining it with the stabilized
online-to-batch conversion [Cutkosky, 2019]. The proof can be found in Appendix A.4.

Theorem 2. Consider the optimization problem miny ey €(x) in the stochastic setting, where the
objective { is convex and (L,,,v)-Holder smooth, under Assumption 1. Using the online-to-batch
conversion (Algorithm 1) with weights a; = t for all t € [T], and choosing the online algorithm Ao
as optimistic OGD Eq. (6) with following configurations:

1 t—1

o setting the optimism as My = 0, M; = a;g(X¢) with X; = E(Zsﬂ QX + yXe_1);

o setting the step size as 1, = —2— with A; defined in Eq. (9).

24/ At—1

Then we obtain the following last-iterate convergence rate for any X, € X:

_ L,D'** oD  D|Vi(x1)]|

Theorem 2 achieves strong universality due to its adaptivity to Holder smoothness, matching the
best-known result of Rodomanov et al. [2024], while our analysis is arguably much simpler due to
explicitly decoupling the two algorithmic components — adaptive step sizes and gradient evaluation
on weighted averaged iterates. For L-smooth and G-Lipschitz functions, our result recovers the
optimal rates of O(LD?/T? + ¢D//T) and O((G + ) D /\/T), respectively.

Remark 2. We have achieved strong universality in constrained stochastic optimization. However,
the unconstrained setting presents additional challenges and remains less explored, especially with
strong universality in unconstrained stochastic optimization still an open question [Rodomanov
et al., 2024]. Although there have been some partial advancements in this area. In the deterministic
setting, strong universality has been achieved: Orabona [2023] attained an O(L, ||x,||*T* /7" */?)
rate, while Li and Lan [2025] obtained an accelerated O(L,, ||x, ||' T /T"**"/?) rate with the pre-
specified accuracy. In the stochastic setting, progress has been limited to weak universality and
sub-optimality [Ivgi et al., 2023; Kreisler et al., 2024]. To the best of our knowledge, achieving strong
universality in unconstrained and stochastic optimization remains an open question. We leave the
extension of our method to unconstrained optimization as an interesting future direction. <

4 Strongly Convex Optimization with Holder Smoothness

This section focuses on strongly convex optimization with Holder smoothness. Section 4.1 establishes
gradient-variation regret bounds for online learning, Section 4.2 obtains a weakly universal method
for offline optimization, and Section 4.3 develops an optimization algorithm that does not require the
smoothness parameter or strong convexity curvature.

4.1 Gradient-Variation Online Strongly Convex Optimization with Holder Smoothness

In this part, we study online optimization with strongly convex and Hoélder smooth functions. In
Theorem 3, we demonstrate that optimistic OGD, when properly configured, achieves the gradient-
variation regret guarantee. The proof is provided in Appendix B.1.

Theorem 3. Consider online learning with \-strongly convex and (L,,, v)-Hdlder smooth functions.
Under Assumption 1, optimistic OGD in Eq. (6) with My = 0, My = V fi_1(Xx¢—1) forall t > 2,
and step size 1, = % forall t € [T), ensures the following regret bound:

2 2 pH2v . 2
REGp < O (Gr;a" log <1 + (A;ZT > + LD (log T) ™77 + 7||Vf1f\X1)II > ;

A

max

where G2, & max;cr 1) SuPyee x|V Fu(x) = V fira (%)%

Theorem 3 recovers best-known results under both smoothness and Lipschitzness: O(% log(1 +
Vr/G2,..) + LL2D2) for L-smooth functions [Chen et al., 2024] and O(S- log T) for G-Lipschitz

max

functions [Hazan et al., 2007; Abernethy et al., 2008], respectively.



4.2 TImplication to Offline Strongly Convex Optimization

In this part, we develop a weakly universal algorithm for deterministic strongly convex optimization.
This is done by leveraging the gradient-variation adaptivity with an online-to-batch conversion
tailored for strongly convex optimization, and a carefully designed smoothness detection scheme.

We first introduce the motivation of our solution. As explained in Section 2.3, the online-to-batch con-
version transforms the convergence rate into the regret divided by the total weight av.7 = >, .
To minimize regret, we employ an online algorithm with gradient-variation adaptivity, which lever-
ages smoothness to convert the adaptivity term, allowing the positive term to be canceled out by the
corresponding negative term. Now, let us consider the A-strongly convex and L,-smooth case. By tai-
loring an online-to-batch conversion specifically for strongly convex optimization, i.e., Lemma 5, the
cancellation between the positive and negative terms hinges on analyzing the following expression:

207
)\alzt
If we directly use the smoothness property | V4(x) — V{(y)||? < 2L,D,(y,x) [Nesterov, 2018,
Theorem 2.1.5] to bound the positive term, we would need o to satisfy 4&04% < aq.t01.4—1, Where

k% Ly/\. However, as we aim to design a universal algorithm that adapts to both smooth and
non-smooth settings, the design of o; must not rely on the smoothness parameter L.

V) = Ve | = o1 Del%e-1. %), (1)

Then, we design a novel smoothness-detection scheme. First, denoting the empirical smoothness

parameter at the ¢-th iteration by L, £ |‘W2(§2)(;X€(§Sl)”

the cancellation between the following two terms:

482 Ly o
Eq.(1)= | ——= -1 4—1De(Xy—
q. (11) (/\(1+/6t) art-1De(Xe—1,%t),
where we define 8; £ a; /1.1 for simplicity. Ideally, the cancellation holds if 3; < \/A/(4L;).
However, a challenge remains: L; is obtained only after 5; has been determined. This arises from
the use of optimistic OGD as the online algorithm in the online-to-batch conversion, requiring an
additional update step that integrates [3; information before computing x; and consequently L;.

, where L; < Ly, we proceed to analyze

To this end, we designed a method that first guesses a 3;, and then decides whether to adjust the
guess based on the observed L,. Specifically, if the guessed ; fails to meet the requirements
Bt < \/A/(4L;), we discard the current x¢, halve /3;, and recompute x;. We then repeat this guess-
and-check procedure until the requirement is satisfied. As long as we can ensure a reasonable lower
bound for 3, the number of wasted updates will be logarithmic, which will only add a multiplicative
constant factor to the final bound. The simplest design is to explicitly define a lower bound j for
(B¢, which acts as a safeguard to guarantee a convergence rate in non-smooth scenarios. For the

Ly-smooth case, our mechanism implicitly provides an adaptive lower bound %\//\ /(4Ly). This

arises from the fact that when 5; < \/\/(4L;), we directly obtain 8; < \/A\/(4L,) since Ly > L;.
In this case, 5; will no longer be decreased.

To conclude, there are three key ingredients in our solution: (i) online-to-batch conversion tailored for
strongly convex optimization (i.e., Lemma 5), (ii) the guess-and-check smoothness detection scheme,
and (iii) a one-step variant of optimistic OGD as the online algorithm (i.e., Lemma 11). We provide
the convergence guarantee in Theorem 4 with the proof in Appendix B.3.

Theorem 4. Consider the optimization problem minye x» £(X) in the deterministic setting, where the
objective U is A-strongly convex and G-Lipschitz. Then Algorithm 2 with 31 = 1,8 = exp(% InT)-1

ensures that )
_ G* . =1 log1
— < R R
0(X,)—L4(x4) <O ( 3 mm{exp (6\/5) ) }) ,

without the knowledge of G or the smoothness parameter Ly, where = Ly /) denotes the condition
number, and we define Ly £ oo if £ is non-smooth.

Theorem 4 demonstrates the weak universality of Algorithm 2, meaning that it maintains the respective
near-optimal convergence rates in both smooth and non-smooth cases, without knowledge of the
parameters Ly or G. However, a slight issue arises similar to that in Levy [2017]: to achieve
universality, both our method and theirs depend on the Lipschitz continuity of ¢, even though the



Algorithm 2 Universal Accelerated Strongly Convex Optimization

Input: Strong convexity curvature \, 3; and threshold 3, oracle queries budget 7" and x; € X.
1: Imitialization: ov; = 1,X; = x1, M; = 0, index ¢t = 1, oracle queries count ¢ = 1.
2: while c < T do

3: | Construct g; = a; V(X)) + A (x: — X¢), set Bry1 = Be
4: | while c < T do
5: Set a1 = Pry100.4, calculate X1 = P (14Xt + Qi p1Xt) > Guess procedure
6: Construct Mt+1 = at+1V€(§t) + /\aHl(xt — §t+1)
7: Update Xt+1 = HX [Xt — Ut(gt — Mt =+ Mt-‘,—l)} with N = ﬁlt
8: Calculate X, | = ﬁ(auit + ay11X¢41), query VA(X41), count ¢ +— ¢ + 1
9: if 3;41 = [ then: ¢t « ¢ + 1, break
0(%,)— VAR 2
10: Calculate Ly, 2 I¥ g’gz(itv’i(::f)l)” > Check procedure
11: if B9 < ,/ﬁ then: ¢ < t + 1, break
12: L L else 81 = max{Z52 3} .

Outi)ut: X, with 7 = ¢ the final iteration.

specific parameter is not required. We conjecture that Lipschitz continuity might be a necessary
condition for universality in strongly convex optimization. Further investigation is needed.

Additionally, our algorithm Algorithm 2 is highly flexible and can achieve better theoretical guarantees
when more information about smoothness is available. For further details, see Corollary 1.

Remark 3. To the best of our knowledge, Levy [2017] achieved the previously best-known uni-
versal results for strongly convex optimization, in which an adaptive normalized gradient descent
is employed with online-to-batch conversion weights inversely proportional to the square of the
gradient norm. In the deterministic setup, the author achieved an O((logT')/T) convergence rate for
the Lipschitz function, and an O(exp(—T'/«) - T/ k) rate for smooth and Lipschitz objectives. Our
work improves upon their result by designing a weakly universal algorithm with the first accelerated
rate of O(exp(—T1'/(6+/k))) for smooth and Lipschitz functions. However, our method relies on a
smoothness detection scheme based on the observed gradients, which only works in the deterministic
setting for now. Extending it to the stochastic setting remains challenging. <

Remark 4. Designing a strongly universal, i.e., adapting to Holder smoothness, method for strongly
convex optimization is still an open problem. Notably, given the Holder smoothness parame-
ters, Devolder et al. [2013] have established a sample-complexity-based rate that can recover the
(near-)optimal rate for smooth and non-smooth cases, which may serve as a starting point. N

4.3 Grid Search for the Unknown Strong Convexity Curvature

Algorithm 2 shows strong adaptivity to the unknown smoothness parameter Ly, and in this part, we
further enhance its adaptivity by removing the strong convexity curvature \ as the algorithmic input.

We consider the strongly convex optimization min, cg« £(x) in the deterministic setting, where ¢(x)
is Ly-smooth and \-strongly convex, but the algorithm does not know L, and .

For this setting, the best-known result is achieved by Lan et al. [2023], who obtained the optimal
sample complexity with a pre-specified target error . However, their sample complexity bound, when
translated into a convergence rate for the sub-optimality gap, is expressed as O(exp(—1/(882v/k)))
and thus not optimal (see further details in Remark 6). Whereas we design an algorithm achieving an
exp(=T/((1 + 4v/2k)[21log, T'])) convergence rate, with only the oracle queries budget 7" as input.

Algorithm 3 outlines the main procedures. Essentially, it runs multiple instances of Algorithm 2 to
search for the strong convexity parameter A by selecting the output with the smallest loss. Notably, a
proper choice of the search range for A is critical for success. In our algorithm, this range is derived

*In online learning, adapting to unknown curvature is known as “universal online learning”, where a widely
adopted technique is to run multiple base algorithms for exploration and use a meta algorithm for exploitation.



Algorithm 3 Universal Accelerated Strongly Convex Optimization, Search Method
Input: Total oracle queries budget 7. R
1: Initialization: M = [2log, T],x° € X = R? and A = IFXR=® with any a, b € R,
2: fori=1,2,...,M do
3 Run Algorithm 2 with (A\; =27"- X, 81 = 1,8 =0,T; = 4;,x1 = x°), receive x".
4: end for
Output: x* with i, = argming;<,,{¢(x")}.

through rigorous analysis by carefully exploiting properties of smoothness and strong convexity,
rather than imposing assumptions about the upper or lower bounds of A. The following theorem
provides the convergence rate, with the proof provided in Appendix B.4.

Theorem 5. Consider the optimization problem minycga {(X) in the deterministic setting, where
{(+) is A-strongly convex and Lg-smooth. Denoted by k = Ly /). Then, Algorithm 3 guarantees

(x") — flx) <O <|W(;<1>|2 P ((1 T Ni)Tmoga T >> ’

which is achieved without the knowledge of Ly and ).

Remark 5. The limitation of both Theorem 5 and Lan et al. [2023] is that neither algorithm can
guarantee convergence in the non-smooth case, i.e., when L, = oco. However, our result has an
advantage in terms of the convergence rate. The result of Lan et al. [2023], when translated into the
convergence rate for the sub-optimality gap, is expressed as O(exp(—T"/(882+/k))), with a notably
large denominator 882 in the exponent. Consequently, despite the logT" factor in our Theorem 5,
it remains highly competitive and even surpasses Lan et al. [2023] when 7' < 8.7 x 10'°. Further
details can be found in Appendix B.4.

Remark 6. We note that when expressing exponential convergence, the use of asymptotic notation
differs between convergence rate and sample complexity. To understand this, let us reconsider
the sample complexity T' < alog(8/e) = O(log(f/¢)) required to achieve the target error £ and
the corresponding convergence rate ¢ < Sexp(—T1/a) = O(exp(—T/a)), where «, 5 are two
constants. It can be observed that the constant « in the asymptotic notation for sample complexity has
an exponential impact on the convergence rate. In contrast, the constant 3 in the asymptotic bound
of the convergence rate influences the sample complexity only logarithmically. Thus in this case,
achieving optimal sample complexity does not necessarily guarantee optimal convergence rate.

5 Conclusion

In this work, we explore gradient-variation online learning with Holder smoothness and its impli-
cations to offline optimization. For online learning with Holder smoothness, we establish the first
gradient-variation regret bounds for (strongly) convex online functions, seamlessly interpolating
between the optimal regret rates in the smooth and non-smooth regimes. For offline optimization, we
develop a series of universal optimization methods by leveraging gradient-variation online adaptivity,
stabilized online-to-batch conversion, and carefully designed components such as detection-based
procedures and grid search tailored specifically for strongly convex cases. Our convergence rates
match the existing optimal universal results for convex optimization and significantly improve upon
non-accelerated rates for strongly convex optimization.

An important open problem is designing gradient-variation online adaptivity and extending its
implications to offline optimization in the unconstrained setting. Another interesting direction is to
further develop offline optimization algorithms by leveraging insights from adaptive online learning.
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A Omitted Details for Section 3

In this section, we first provide some useful lemmas for Holder smoothness, then give the proofs of
theorems in Section 3.

A.1 Useful Lemmas for Holder Smoothness

This part provides several useful lemmas for Holder smoothness.

Lemma 2 (Lemma 1 of Nesterov [2015]). Let convex function f : X — R over the convex set X be
v—1 -2

(L, v)-Holder smooth.® Then for any § > 0, denoting by L = § 1+ L,,*”, for all x,y € X:

F(¥) = £6) = (V1G)y = %) < 2 x —yF + (12)

Lemma 3 (Theorem 1 of Devolder et al. [2014]). If convex function [ : X — R over the convex set
X satisfies that, there exists positive constants L and § such that, for all x,y € X:

fly) = f(x) = (Vf(x),y —x) < —le yl?+3, (13)
then for all x,y € X:
5= IVFG) = VI < () — F00) — (V500 y ) +6. (14)

Lemma 4 (Theorem A.2. of Rodomanov et al. [2024]). If convex function f : R* — R over R¢
satisfies that, there exists positive constants L and & such that, for all x,y € R%:

F¥)~ 160~ (Vi(x)y —x) < £ x —yl’ +5, (1s)

then for all x,y € R%:
IVf(x) = VF)II* < 2LDy(x,y) + 2L0. (16)

A.2 Proof of Lemma 1

Proof. Since f is (Ll,7 u) -Holder smooth, by combining Lemma 2 and Lemma 3, for any § > 0,
denoting by L = 5T L”” forall x,y € X:

1 (14) a12) T,
S IVFE) = VIO < () = fx) = (VI(x),y =x) +0 < Slx—y|*+20. (D
Multiplying both sides of the inequality by 2L completes the proof. O

A.3 Proof of Theorem 1

Proof. Applying Lemma 10 with comparators u; = X, = arg min, ¢y 23:1 fi(x) forall ¢t € [T,

T T
REGT = th (x¢) th x,) < Z V fe(xe), X¢ — X)
=1 =1

t=1

a D? 1
Z e[|V fo () — M| + —Z = xe-1
pat N1 = 81
1
<3DVAr =y ——|Ix — %1%, 18
<3Dy/ §8m+1” ¢ = %] (18)

where Ay 2 ||V f1(x1)[|2 + 4o |V fs(xs) — My]|%, and we apply Lemma 12 in the last line.

*Though X is supposed to be closed in Nesterov [2015], this lemma holds for X = R? with the same proof.
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If VAr < 2LD, we finish the proof trivially, so in the following, we assume /A > 2LD.
Define t that, if \/A; > 2LD, letty = 1, otherwise let tg = min{t : t € [T — 1], /A1 > 2LD}.
Then we have /A, < ||V fi(x1)]| + 2L D, while for all ¢y + 1 < ¢ < T it holds that v/ A; > 2LD.

Because all online functions are (L, v)-Holder smooth and applying Lemma 1, we show the
following decomposition for ay/ A with constant o > 0. For any ¢ > 0 that only exists in analysis,

- _ gl
denoting by L = § T+ L,*":

T
a/Ar < av/A + oy | D0 IVx) = Viioa(xe) + Vo (xe) = Vi (xe)|12

t=to+1
T T
< a/Ay + o2V +a, 202 > lxi = x> +8L Y 6
t=to+1 t=to+1
L T
< ay/Ay +aV2Vr +a’L+ o > lxe = xi-1]|* + aV/8LAT.
t=to+1

With this decomposition, we prove the regret bound in the following with o = 3D:

T
L 1
REGr < 3D+\/A;, +3D/2Vp +9LD* + Y (2 - ) Ix; — %;_1]|* + 3DV8LST

Nervrl 8n¢+1

< 3D+\/2Vy +15LD?% + 3D||V f1(x1)|| + 3DV8LAT.
Then by choosing § = L,,DH”T_HTU (that only exists in analysis), we obtain
1—v

REG; < O (D\/VT+ L,D"'T 2" 4 D||Vf1(X1)H) ;

which completes the proof. O

A.4 Proof of Theorem 2

Proof. With optimistic OGD as the online algorithm, by defining f;(x) £ (a;g(X;), x), we have:

T - T T s T )
D a(g®) xi—x) =D fulxi) = > fulxe) < 3DVAp =) [[xe = x|,
t=1 t=1 t=1 1= Ot

Now we trivially assume /Ay > 4LD, and define ¢ty € [T — 1] that, if \/A; > 4LD, letty = 1,
otherwise lettg = min{t : ¢t € [T —1], v/ A;41 > 4LD}. Then we have \/A;, < ||V f1(x1)|+4LD,
while for all tg + 1 < ¢ < T it holds that v/ A; > 4LD. Continuing with our previous inequality:

Z i (g(Xe), X — Xy)

T T
~ 1
<3D\A;, +3D,| Y aflg®) —gX)IIP - g lIxe = X1
t=to+1 =2 OMlt+1
T T 1
<3D\/A;, +3D,| Y 3a?(|VeR) - VLX)|P - llx¢ — x¢—1]?
t=to+1 1= Ot

T T
+3D,| Y 30| Vi) —g(®)|2+3D,| > 30} VL) — g(Xe)]?,
t=to+1 t=to+1
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where we use ||a + b + c||? < 3|al|® + 3||b||? + 3|/c||? for any a,b,c € RY. Now by taking
expectation and using Jensen’s inequality, i.e., E,[v/z] < \/E,[z], we have

T
E Z a(g(Xt), Xt — Xx)

T T
~ 1
<E|[3D Z 3a?|| V() — V(X)) |2 — Z llx: — %1 |2
t=to+1 t=2 811t

+3D||V{(x1)|| + 12LD? + 12v/20DT?,

where we apply E[||g(x) — V/(x)||? | x] < 0. By Lemma 1 and the definitions of X;, X;,

2 - yv2® aron <2 af L? 2
Q2| VAX:) — VX)) |)? < Q2 L2 ||%; — X¢||? + 4af L = QTth —x; 1 ||* + 402 L6
1:t

< ALP||xy — %1 ||* + 412 L6.

Then we have

T

T

~ 1
3D, S 32|V, — V)2 — 3 ——xi — xp1?
t=to+1 = St

T

T
<6D,|3L? Z Ix: — x¢—1]|%2 — Z

t=to+1 t= 2

T
< 27LD? + § ( )th—xt V|12 + 12v2DVLT?
8N+

t=to+1
< 27LD* + 12v2DVILoT?.

Therefore, by combining the above inequalities we obtain

o |t

< 6D||W(x1)H + 78LD? N 24+/2DV/'L6 + 24+/20D
= T2 VT '
. - EIPETC =2 1)
Then by setting 6 = L, D* T

||Xt — X— 1||2 + 12\/>D\/ T2

E[l(xr)] - £(x4)

I /\

, we achieve the convergence rate of

v g x
E[f(xr)] — £(x) <O(L;€23V \/—l% Lvﬁg 1)”),

which completes the proof. O

B Omitted Details for Section 4

In this section, we give the proofs of theorems in Section 4.

B.1 Proof of Theorem 3

Proof. We apply Lemma 9 with u; = x, = argmin, ¢y ZtT—1 fr(x):

T T T

REGT = Z ft Xt — Z ft(X*) = Z Vft(Xt prt X*7Xt
t=1 t=1 t=1
d A — 1
<Y (Vi) % — %) — 1 D b =i = 3 Zth(Xth)
t=1 t=1 t=1
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T T

(23) 1 . N A

<> T (e = Rel® =[x = Ko %) = 1 D I = xi)?
t=1 —

TERM-A

T T
1
+ E 0|V fe(x¢) —Vft—1(Xt—1)||2—§ E Dy, (Xu, Xt) -
t=1 t=1

TERM-B TERM-C

In the second line above, we use Dy, (x,y) > 2||x — y||? by the A-strong convexity of f;.
We first investigate TERM-A. Since 1, = 2,

TerM-A < 1% — %’ +2T: < 1 . > I x| A XT:H 12
- —_—— — = X, —X¢||F— = X, — X
- \2m 2 ) T AT
A — 2
< *22 30 = Ko |* — 2l —xc?) ZHXt—XtHH
A T-1
S5 2 PV fi(xi) = V feo1(x¢-1)||> < TERM-B,

t

l
—

where in the second line we use X; = x3;. And in the last line above we apply Lemma 7 [Chiang
et al., 2012]. Then by combining TERM-A, TERM-B and TERM-C together and applying Lemma 4

with arbitrary § > 0 that only exists in analysis, and denoting by L = 6 T+v = Ly = , we obtain:

12
REGy < Zﬁnvft(xt) Vfeoa(xe-1)[I” — *Zth X, Xt)
t=1

yw

< Z —||fo<xt> V() + V(%) = Vi1 () + Vi () = Vi1 (x1)|2
t=1

1 T
-3 > D (%, x1)
t=1

T

T
144L 1 144L6
< 3 RNV ile) ~ Vi)l + > ( - 2) Dy (x0,%0) + Z =
t=1
T
36 1441 1 144L6(1 +1InT
< Z)\t SupHVft( ) — Vfa( |2+Z<—) th(x*,xt)-k%.

The first two terms can be well controlled by two technical lemmas (Lemma 13, Lemma 14), hence:

G2 % 2G? 2
Recy < 200 (1 L > | T2Gh 361V A1)

A A

144LL, D'tV 288L 144L5(1 +InT)
— In(1+ \ + h ,

ma.

where we define G2, £ maxe(7—1] SUPxcx ||V fi(x) — Vfir1(x)||%, and use the property of
(L,,v)-Hélder smooth function f; that Dy, (x,y) < L, D™ [Nesterov, 2015]. Solving the trade-

o1 2
off: L§InT = LL, D" with L = 6% L™, we obtain 6 = L, D'+ (InT)~! and arrive at:

. - ;
Recy < 200 1, (1 L ) T2 | BT i)

ma.

14412 D (In T) 75+ 288L, D~ '(InT) T+
+ In 1+

z | ML (1 +1InT)i+
) )

A
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G2 x Vr L2D* 1 VA2
=0 (/\log <1+ @2ax> + (log T') v |

m

where In(1 + 288L, (InT)"~"/0+) /(AD'~")) = O(1), because it only consists of the logarithm
of the constant L, /(AD'~"), and we treat the log log T factor as a constant, following previous
studies [Luo and Schapire, 2015; Zhao et al., 2024]. O

B.2 Useful Lemmas for Theorem 4

In this subsection, we provide the proofs of some useful lemmas for Theorem 4.

Lemma 5 (Online-to-batch Conversion for Strongly Convex Functions). Let the objective {(-) : X —
R be A-strongly convex. By employing the online-to-batch conversion algorithm with online function
fi(x) £ @ (VU(R), x) + 22 [|x — %¢||%, we have, for any x, € X:

T
£(r) — £0x) £ 3 (filoi) = fi(x) — @ a De(Rio1, %), (19)

t=

—

where Dy(x,y) £ £(x) — U(y) — (VL(y),x — y) is the Bregman divergence associated with ¢ for
anyx,y € X.

Proof. This lemma is the variant of the stabilized online-to-batch conversion [Cutkosky, 2019] for
strongly convex functions. We start from the equality:

_ T . B
e(iT) — [(X*) _ Oélé(Xl) + Z Ollztg(xt) — alztflﬁ(xt,l) B ((

Xy )
Q1.7 —a o7
1 & 1 &
~or tzzlat(g(xt) — (%)) + E Zal 4—1(0(Xe) — U(Xi—1))
< LS o (19605 - ) - 2 - xal?
Toanr =1 “ e * 2 t *
1 —_— —
Zalt 1 (VX)X — K1) — De(XKe-1, %))
alT
1 I
= o tz:;at <<v€(Xt) Xt — X*> — 7||Xt — X*H )
T
+ a(VU(Xy),xp — X @ Dy(Xt—1,X
al:TtZ:; +(VOXe), x¢ — Xp) — alTZ 1:t-1De(Xe—1,%1)
1 T A A 1 T
< o ;Qt ((VE(Xt),Xt —X4) + §||Xt — %2 — 5||it - x*||2) o ;Oq 1—1De(Xi—1,%t)
1

T
= Z (fe(xe) = fr(x0) — @1:0—1De(Xp—1,%y))

Q.7 1

~
Il

where in the inequality we use the definition of \-strong convexity and Bregman divergence, after
which we use the property of ay.;—1(Xi—1 — X¢) = @¢(X; — x;) in Theorem 1 of Cutkosky [2019].
The second inequality is by directly adding the positive term 222‘_} lx: — % |2 O

Lemma 6. For the settings in Theorem 4, [3, is non-increasing with a lower bound 3. Denoting by to
the minimum iteration satisfying By, = B, otherwise let ty = T + 1. Algorithm 2 ensures:

. IVe N~ 28 o P2
)~ ) < ST iy B 2o g g V) — Vel @0
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Proof. With f(x) £ o (VU(X;), x> + 22t||x — %/, by Lemma 5 we have:

E(XT) *f X* < o Z ft Xt — [t X*) — Qi 1D£(Xt 13Xt))

By Lemma 11, with the definitions 7, =

1
x1:t

Mt = othK(xt 1) + AO{t(Xt_l — )’Et), it =

t—1 . ’\("“
(ZS 10X + Xy 1) we arrive at

T

> (frlxe) = frlx4)) Zalt 1Dy (Xi-1,%y)
=1 =1

A T T - -
D Vi), % — x4) — 5 S arlxe =% )? = ona 1 De(Ke-1, %)

t=1 t=1 t=1

IN

T

- 1
< V() = M|F =Y meXt — X1
t=1 t=1
1 Ao
- Zau 1De(Xe—1, % +Z (2m o 2t> % — x|
= Vi) — VEUX— X — Xp—1 — - _— — X
2 )\OéuH (%) (K1) + A(xe — X1 — X + %) || ;47%—1 llx: — x|
a — — al 2 . 1
- Z a1:t-1De(Xe—1,%X¢) + THVf(Xl)H (by setting 1 = x5 —)

T

2
Z QO‘t —|[Ves) - ve) +ZQO‘M
1:t

«
=2

IN

(673 2
1— — | (% — X¢— H
< alt)(t t—1)

AQuy.g— «@
- ; T e = x| - Zalzt_mg@_lxt) + S IVeG))?

t=1

T\ 207 - a
DD v NGO C] ) DU C AR AR o (O &
- it t=1
2 a2 A )\a
s M T
11t

t=2
T

207 .
< D[V = V)| = Y a1 Del®e-1, %) + S V)P,

A,
=2 Lt t=1

where the last inequality is because 3; < 1 and consequently

20(?0(%,5 1)\ )\Otl-t_l < BZ 1)
— — —— =2a14 A\ [ — = — < | <0.
Oé%:t 4 1:t—1 (1"‘615)3 ] =

Algorithm 2 ensures that for all ¢ > 2, 5; > , [ 5 4 , and either 3, > (5 or B; = 3. When §3; > 3, it

holds that 3; < E due to the algorithm de31gn, then we have

202 _ _ 2 _
3 ||V€(xt) - Vf(xt_1)|| — ;-1 De(Xp—1,%4)
Q:¢
ALso? o AL,B? o
= —1 1 41D _ = ———-1 +1D _ <0.
(Roveonems =) ot 0 = (55 =1 et <

Since B; is non-increasing, denoting by #, the minimum iteration satisfying 3;, = 3, otherwise let
to = 7+ 1. Then for all ¢t > ty, 5; = B. Finally, we arrive at

< VeI 5~ 207 2
UR,) — U(x,) < — Ml:: Z o tome X)) — VX)) ||
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[V4(x1)]? T - B i
I 1+B Z 1+5 V) - Ve
‘) =to

which finishes the proof. O

B.3 Proof of Theorem 4 and Corollary

Proof of Theorem 4. We do not know whether ¢(x) is smooth or non-smooth, but it is Lipschitz con-
tinuous with unknown constant G. We have maxi ;<. || V/(X;) — V£(X;-1)||?> < 4G?. By Lemma 6,

i} IVeG)P | 8675 g~ 1
0(X;) — U(x4) < NI+ 50 Ty = a + B)r—t+2
2 V()2 825

MLt max{1/@ym), g A Llle=Th 1)

By choosing 3 = exp(% InT) — 1, we conduct the following case-by-case study:

Case of f > (. Then since forall t > 2, 3; > 1 f’ we have ty = 7 + 1 by definition, then the
second term in (21) becomes zero. In this case, we have

((X,) —l(x,) <O (”W()’\Q)HZ min {exp <1+_4T\/E) (14 ﬁ)_T}) :

Moreover, the total gradient queries number T < 7 + |log,(4+/k) |, then we arrive at

(%) — b(x,) < (|W)\X1)||2 {exp (W) 1+ ﬂ)—T+1og2<4¢E>}>

0 (IW x1)|” mm{exp (1 +4f) 1 i +6)1032(1/6)}>
{

V(1) 1
@) ( min < exp T ,

where in the last inequality we use (1 + x)“log?(l/m) < 3forall z > 0.

IN

IN

Case of ﬁ < B. TIn this case, by (21) we have:

fx) - tx) <0 (B 14 )7+ EF).

Moreover, the total gradient queries number 7' < 7 + [log,(1//3)], then we arrive at

Z(KT) _ g(x*) <0 (W (1 + B)—T-‘rflogé(l//é) + GQﬁ)

A A
[Ve(x1)]?  GZlogT

<

<o ( )l GoeT)
where we use (1+x)111082(1/2) < 3forallz > 0and 3 = exp(£ InT)—1 < 4T In 7. Additionally,
the exponential rate, that is exp(%) > exp(—3T8) > exp(—21In T) s = QL) s
dominated. Finally, combining these two cases, we obtain

2 =T logT
(5) — lx,) < O ((i min {exp (w) o }) ,

which finishes the proof. O

When the optimization problem is easier, i.e., with additional informations, we can use Algorithm 2
framework to obtain better convergence rates, as provided in Corollary 1.
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Corollary 1. Consider the optimization problem minyex {(X) in the deterministic setting, where
the objective { is A-strongly convex. In the following two cases:

(i) If £ is known to be Ly-smooth, then Algorithm 2 with 3) = 3 = \/\/(4Ly) ensures that

where = Ly /) denotes the condition number.

(ii) If € is smooth but the smoothness parameter Ly remains unknown, then Algorithm 2 with
61 = 1,8 = 0 ensures that

(%) — £(x,) < O (”W(;‘1>”2 e (1) )

Interestingly, in the first case of Corollary 1, where L, is known, our convergence rate matches Wei
and Chen [2025, Theorem 1.1]. Moreover, their “over-relaxation” update form coincides with the
one-step update variant of our optimistic OGD online algorithm.

Proof. The first case. We are given the smoothness parameter Ly,. By Lemma 6, since §5; =
VA/(ALe) < \/A/(4L) for all t > 2, we have tg = 7 + 1 by definition, and 7 = T, therefore

2||Ve 2 14 2 =T
0(Fr) — O(x,) < Ve <0 (IIV Ga)l eXp( >>
A1+ /N (AL)) " A 1+2Vk
where weuse (1 + 27 1)"7 = (1 —1/(1 4+ 2))T <exp(~=T/(1 +z)) forall z > 0.
The second case. We know that ¢ is smooth but do not know the exact smoothness parameter L.

Wlthﬁ—() Wehave <ﬁt< ﬁforall2§t§7. By Lemma 6 with tg = 7 + 1,
_ HW(Xl)H2 2| Ve(x1)|? 2| Ve(x)|I? ( -7 )
f T _e * S T S S
(%r) =€) M+ B8s) — M1+ 1/(4y/R)" N P \1ravk

where we use (1 +271)"7 = (1 —1/(1 4+ 2))” < exp(—7/(1 + x)) for all z > 0. Moreover, the
total gradient queries number 7' < 7 + |log,(4+4/k) |, substituting into the above inequality,

= 2| Ve(x1)|? -T logy(4v/K)
%) = tx) = == e | e T+4vk
Vel (T
) 1+ 4y
where we use exp ( 982 m) < 1.5 for all > 0. This case is proved. O

B.4 Proof of Theorem 5 and Discussions

Proof of Theorem 5. For any x € X, we have {(x) — {(x,) < ||[VE(x)||[|x — x.|| < $[|VE(x)|?
because £(x) is /\—strongly convex, and V/(x,) = 0. Hence when r > T2, the convergence rate of
$IVe)|1? exp(;\/g) > +||V{(x)||* becomes vacuous. Therefore, without loss of generality, we
assume Kk < T2,

Moreover, by calculating the curvature estimate X = %V‘f\(b)” with any a, b € RY, we have

A< h) < Ly. Combining with x < T? implies that \ € [)\/T2

Denoting by M = [2log, T, and \; = 27¢ - \fori € [M], there exists i, € [M] that \;, <
A < 2)\;,. Then £(-) is also A;, -strongly convex with condition number being 2x. Substituting

into Theorem 4 with T; = M , we have
; 4 2 =T
(=) — f(x,) < O ('V GV o ( )) .
A (14+4v2k)[2log, T
The proof is finished. O
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Comparison with Lan et al. [2023] We compare our result in Theorem 5 with the sample complex-
ity bound for optimizing the gradient norm established in Theorem 5.1 of Lan et al. [2023], that is, with

C1 = V2(34+16+/2c4), c4 = 4 as they provided, T < (4+8v/5C1 ) /k log, (|| VA(x1)|/e) +O(1).
First, we reformulate their result as follows:

(i) After translating their result into the convergence rate of the gradient norm, it turns out to be

o( exp(&%)). Substituting the constants implies:

IVe(xr)l| < O <eXp (17667:%)) '

(ii) Applying {(x7) — {(x.) < }[|VE(x7)||?, we obtain a sub-optimality bound given by

((xr) — U(x,) < O (exp (88_;&)) | (22)

Then we consider when our rate in Theorem 5 is better than Eq. (22). Solving the following condition:

(14 4v2k)[21og, T < (1 +4V2)[2log, Tk < 882V/k,
implies that 7' < 8.7 x 109,

C Supporting Lemmas
In this section, we provide supporting lemmas for this paper.

C.1 Lemmas for Optimistic OGD Algorithms

In this part, we provide useful lemmas for optimistic OGD and its one-step variant.

Lemma 7 (Proposition 7 of Chiang et al. [2012]). Consider the following two updates: (i) x =
argmin, c y {(g,x) + Dy (x,¢)}, and (ii) x' = argmin, c y {(g', x) + Dy (x, c)}, where the regu-
larizer ¢ : X — R is A-strongly convex function with respect to ||-||, we have \||x —x'|| < ||g — &’|| -
Lemma 8 (Bregman proximal inequality, Lemma 3.2 of Chen and Teboulle [1993]). Consider
the following update: x = argmin,c y {(g,x) + Dy (X, c)}, where the regularizer 1 : X — R is
convex function, then for all u € X, we have (g,x — u) < Dy(u,c) — Dy (u,x) — Dy (%, C).

Lemma 9 (Theorem 1 of Zhao et al. [2024]). Under Assumption I, Optimistic OGD specialized
at Eq. (6), that starts at X, € X and updates by

=TIy X — e My, Xep1 = Hx [Xe —0:V fi(x4)],

ensures that

T T T
~ 1 ~ ~
D AV i)y xe —ue) < (Vfilxe) = Myyxi = Rega) + ) o (e = %ell* = lue — e ]1?)
t=1 t=1 =1 <t
TERM-A TERM-B
1
Z — (e = Rega * + e — %e1?), (23)
277t
t=1
TERM-C

where uy, ..., ur € X are arbitrary comparators.

Lemma 10. Under Assumption 1, Optimistic OGD specialized at Eq. (6) with non-increasing step
sizes 1, ensures that

T T

D? + DPr 1
\Y - \Y — M, —
;( fe(xe), X —uy) Z Ne1llV fi(X¢) AlREs P ; &8s

!

‘Xt_xt71||27 (24)
where Pr = Zt:2||ut — uy_1|| is the path length.
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Lemma 11 (One-step Variant of Optimistic OGD, [Joulani et al., 2020a]). Under Assumption 1, the
one-step variant of optimistic OGD that starts at x1 € X and updates by

Xep1 = I [x¢ — e (V fe(xe) — My + Myya)], (25)
ensures that, for allu € X:

T

S ixxs — ) < 3 (Vi) = Moo =) = s = xeal?)
t=1 t=1
T

1 1 , 1 )
+§ — — —— | ||x¢ —ul]® + —||x1 — u||*.
pt (27% 277t1) I | 2m I |

Proof of Lemma 10. By Lemma 9, we consider each term:

T T
. 1 ~
TERM-A < 3 it [V fu(x0) — My +Z (4,7 ) = R4 3 i = Real?
41 t

t=1 t=1

T
< e IV ulxe) = MilP2 +
t=1

£ 3 L - el
o A

D2 /1 , 1 , 1 , 1
TERM'B<2m+Z<2n||UtXt|| *%Hut 1= Xe| Jr%Hut 1= Xe| *%Tﬂut 1= Xe|
D K S a )
< o+ 2 gy (I = R = ey = %P +Z(2m - I)D
2 T
szjf’T+;;m||ut—ut_1-||ut—§<t+ut_1—§t|
. D DRy

277T+1 N1’

1 1 _ -
TERM-C > Z 47||xf —Re1|? + Z ™ (Ixi—1 — Rl + %0 — %12

t=1 t=2
T
> 1 2 2
23 gl Sl +Z ( - o ) e =i +Z7nxt e
T
1 D? 1 1
> Lk — gz - 2 (—) e — %o |2 +
tz:; 4n, 807 tZ:; 8Nt 8Ny I tz:; 8
AT -
> — % — Rep1]|* — + Ix: — x¢—-1]%,
P 4ny Anpiq pt 8ny

where we apply Assumption 1 and the condition that 7; is non-increasing. Combining TERM-A,

TERM-B and TERM-C finishes the proof. O

Proof of Lemma 11. By Lemma 8 with ¢(x) = 5= ||x||?, the update Eq. (25) implies for all u € X:

1
(Vfe(xt) = My + Myy1, %01 — 1) < I (Iha = x¢[|* = flu = x| = Il — x4 ]]) -

Then by rearranging and taking summation from ¢t = 1 to 7', we arrive at:

T

D (Vi) xe — )

t=1

23

)

Ix¢ — x¢—1?



T
(Vfe(xe) = My, x¢ — xpq1) + (Ma,x1) — (Mrpg1, Xp41) + Z<Mt+1 — My, u)
=1

M=

o~
Il
-

L 1 1 1 T 1
- _ 2 - _ 2 - B 2
+ E (277t 27%1) |x: —u||* + o |x1 — ul| Z 72% % — Xgp1 |

=2 t=1

1
< Z <<Vft(xt) — My, x¢ — Xp41) — %th - Xt+1||2>
t=1 t
+ Z o = e ) Il + 5l — .
2m
where we define M; = 0 and M7, = 0. O

C.2 Useful Lemmas

This part provides some useful lemmas for mathematical analysis.

Lemma 12 (McMahan and Streeter [2010]). Suppose non-negative sequence {a;}1_, and constant
6 > 0, then we have

(26)

Lemma 13. Suppose non-negative sequence {a;}1_,. Define amax = max;c(r) at and assume
Amax > 0, then we have

T as 1 T
— < maxl 1 2 max-
3% <ot (14130 4

Lemma 14. Suppose A > 0 and non-negative sequence {b;}_, and denote by bpax =
maxgc(r) by > 0. Then it holds that

L 74
> (t - 1) by < bmax - Aln(1+ A).
t=1

Proof of Lemma 13. Define 7 = [ Zt 1 at] € [T]. We have

T

T
Q¢ T 1 1
> <o <%MO+LPﬂ@<%me+%w§%>”mw

t=1 =

If 7 < T, we also have

T a 1 & a
Z %S; Z t_ e Zat*amax

t=r+1 t=7+1 Zt 10t 4=
O

Proof of Lemma 14. Define 7 = min{T, | A]} and trivially assume 7 > 1, then we have

T T

1 A A 1
bmaxz<t_1) by SZ(t—1> SA(1+/S_18ds> —7=A+AlnT— T,

t=1 t=1

whose maximum is Aln A < Aln(1 + A). O
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